
End-of-study engineering internship proposal – 2025

Open-vocabulary object detection for enhanced
object-aided visual SLAM

Contact: Dr. Vincent Gaudillière (vincent.gaudilliere@loria.fr)

1 General information

Position: M2 internship

Duration: 3 months, starting in November 2025

Location: Loria, Nancy, France

Affiliation: TANGRAM team (Inria-Loria)

Supervisors: Vincent Gaudillière, Marie-Odile Berger and Gilles Simon

2 Context, description and objectives

This internship will deal with the problem of relocalization in visual SLAM, which
involves determining a camera’s viewpoint by automatically matching features in an
image with elements from a known 3D model of the environment. These features
are referred to as landmarks.

Object-based relocalization [2, 9, 5] uses “high-level” landmarks, such as objects
(e.g., chairs, tables, cupboards), as opposed to the more commonly used “low-level”
keypoints (e.g., SIFT [4], ORB [6]). This approach offers the advantage of relying
on more robust and discriminative landmarks but is currently limited to environ-
ments that are rich in common objects, or requires fine-tuning the object detector.
However, fine-tuning the object detector to handle specific objects often involves
a prior tedious data collection and annotation process. The recent emergence of
open-vocabulary object detectors [8, 1, 7, 3] represents a promising alternative, but
their unconstrained label predictions (i.e., object categories) represent a challenge
for object re-identification across viewpoints.
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In this internship, we will study the integration of an open-vocabulary object
detector (e.g., YOLO-World [1]) into an object-aided visual SLAM pipeline (OA-
SLAM [9]). The first part of the internship will consist in understanding (i) the
OA-SLAM software1 developed in the team, and (ii) one open-vocabulary object
detection sofware2. If needed, OA-SLAM installation instructions will be completed
or updated. The second part will involve implementing the chosen open-vocabulary
detector into OA-SLAM, as an alternative to the close-vocabulary object detec-
tor currently implemented. For that, special attention will be given to object re-
identification based on unconstrained object categories. Optimal strategies will be
assessed based on thorough experimental evaluation. The final part of the intern-
ship will consist in documenting the newly-developed software to facilitate its reuse
by TANGRAM researchers, writing a scientific report and presenting the internship
work to the TANGRAM team.
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